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 Recent progress in deep learning methods has shown that key steps 
in object detection and recognition, including feature extraction, 
region proposals, and classification, can be done using ImageAi 
libraries. Object detection is a computer vision technique that works 
to identify and locate objects within an image or video. Specifically, 
object detection draws bounding boxes around these detected objects, 
which allow us to locate where said objects are in a given scene. 
Object detection is commonly confused with image recognition, so 
before we proceed, it’s important that we clarify the distinctions 
between them. In that it aids in our comprehension and analysis of 
scenes in images or videos, object detection is intrinsically tied to 
other related computer vision techniques like image recognition and 
image segmentation. Significant variations. Image segmentation 
develops a pixel-level comprehension of a scene's elements while 
image recognition just produces a class label for an identified object. 
Object detection differs from these other jobs in that it has the 
capacity to specifically find objects inside an image or video. This 
enables us to count such things and later track them. 
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1. INTRODUCTION 
The field of computer vision has developed rapidly in recent years, and brought us science fiction 
results a few years ago. Here we are witnessing a real revolution in the development of this field, 
starting from the analysis of X-ray images and diagnosing patients to self-driving cars, and these 
developments and results have many reasons; The most important of which is to build better and 
more intuitive computing resources. 
The task of object detection in computer vision involves identifying the presence of one or more 
objects in an image and specifying their location and type. It is one of the difficult problems that 
involves taking advantage of the methods of identifying objects (where they are), their location (what 
is their location) and their classification (what they are). Detection algorithms in recent years have 
achieved new results, including the YOLO algorithm developed by Joseph Redmon and others in 
2015. It is a Convolution Neural Network CNN that is able to detect multiple objects in real time with 
just one pass, so it is named after you only look once. "You Look Only Once". 
It is a computer vision technology that allows us to determine the type and location of objects in an 
image or video. This technology can count the total number of objects in a given scene and pinpoint 
their exact locations. 
Object detection is sometimes confused with image classification, so I will briefly explain the 
difference between these two processes. 
In image classification, a specific image is classified into pre-scheduled categories. Where the image 
represents the input of the process, and the output represents the name of the element in the image. 
For example, if the input is an image containing a cat, the output will be the word “cat.” If the input is 
an image containing two cats, the output will also be “a cat.” From this we can conclude that the 
process of classifying images, despite its importance, is limited to the results it gives us. The opposite 
of this is in the object detection process where each of the detected elements is defined within a 
frame, in addition to that the location of this element is determined in the given scene. From this we 
conclude that object recognition is a more complex process than image classification and gives us 
more information about the image and thus we can benefit from it more. 
 

1.1 The importance of object detection technology and its applications 

The importance of object detection is represented in the ability of the applied algorithm to determine 
the type and location of a specific object in an image or video, the speed required to do so, as well as 
the number of objects that this algorithm can detect. The importance of this we see when applying 
the detection of objects in practice. Here I will talk about some of the most important use cases for 
detecting purposes. 
 

1.2 Self-driving cars 

Real-time object detection is one of the most important keys to the success of intelligent driving 
systems. These systems need to know and determine the locations of the surrounding objects and 
also recognize the traffic lights, all in order to be able to drive safely and effectively. 
 

1.3 Anomaly detection 

Object detection can be used in the agricultural field. As the object detection model can detect 
possible threats to the agricultural crop that the human eye cannot follow in the normal case. It can 
also be used in the medical field to detect abnormalities within medical images or, for example, in 
skin care by identifying and detecting acne spots. 
The beauty of this is that these techniques enable us to immediately obtain information or identify 
specific diseases that, in the normal case, can only be detected by specialists, and are now within 
reach after a little training. Object detection can also be applied to video surveillance and crowd 
counting, which has benefits for organization and security.  
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Figure 1: ImageAI test 

2. Literature Review 
Object detection models based on deep learning typically contain two components. An encoder 
receives an image as input and processes it through a number of layers and blocks that teach them to 
extract statistical features that are used to identify and locate things. A decoder receives the encoder's 
outputs and determines the bounding boxes and labels for each item. 
A pure regressor serves as the simplest decoder. The regressor directly predicts the location and size 
of each bounding box by connecting to the encoder's output. The model's output is the object's and its 
area in the image's X, Y coordinate pair. This kind of model has limitations despite being 
straightforward. In advance, you must indicate how many boxes there will be. If there are two dogs in 
your image but your model can only identify one, one will be left unidentified. However, pure 
regressor-based models might be a viable choice if you know in advance how many things you need to 
forecast in each image. 
A region proposal network is an expansion of the regressor method. The model in this decoder 
suggests areas of an image where it thinks an object might be present. A classification subnetwork is 
then used to assign a label to the pixels in these locations (or reject the proposal). The pixels that 
contain those regions are subsequently sent through a classification network. This approach has the 
advantage of providing a more precise, adaptable model that can suggest any number of locations 
that might include a bounding box. But the reduced computing efficiency comes at the expense of the 
increased precision. 
Custom object detection models can be trained using ImageAI's straightforward and effective method 
using the YOLOv3 architecture. You can use any set of photos that correspond to any kind of object of 
interest to train your own model in this way. 
This class, Recognition Model Training, enables you to train object detection models using the 
YOLOv3 and TinyYOLOv3 model on image datasets that are annotated in the YOLO format. The 
training process provides a JSON file that links the names of the items in your image dataset to the 
anchors used for detection as well as several models. 
For performing Video Object Detection and Tracking as well as Video Analysis, ImageAI offered 
incredibly powerful yet simple to use classes and functions. All of these tasks are possible with 
ImageAI thanks to cutting-edge deep learning algorithms like RetinaNet, YOLOv3, and TinyYOLOv3. 
You can use ImageAI to perform detection tasks and analyze recorded movies as well as live video 
streams from IP and device cameras. You can utilize the classes listed below along with their 
corresponding functions. These classes can be incorporated into any conventional Python program 
that you are creating, whether it be a website, a Windows/Linux/MacOS application, a system that 
supports or is a part of a Local-Area Network. 
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Figure 2: Object detector based on ML 

2.1 Object Detection using Machine Learning algorithms 

In this article, we will focus on deep learning-based object detection approaches that are the current 
state of the science. There are currently different architectures for detecting objects such as R-CNN, 
Fast R-CNN, Faster R-CNN, YOLO, you only look once. Only once, as well as the SSD one-step 
detector. 
Two major challenges can be distinguished for most of the algorithms used. First we need to divide 
the image into sections so that each section contains one of the shapes we want to identify. To achieve 
this purpose, many approaches have been developed, which vary in their effectiveness and speed. 
Through it, the image enters the encoder, which passes the image through many layers and 
templates, which in turn extract the statistical features for scheduling and locating the objects. The 
output is taken and put into a decoder which predicts the possible frames for each object. The second 
challenge is categorizing this part of the picture. For this purpose, these parts of the image are fed 
into a pre-trained Convolution Neural Network CNN, and the process will be transformed into image 
classification. There are many details that we have overlooked for the time being, as they are not the 
subject of our article. 
 

2.2 Yolo algorithm for object detection 

Yolo's algorithm uses a convolution neural network to divide the input into a network of cells that 
each directly predict the bounding box and object classification. The result will be a large number of 
candidate squares that are combined into the final prediction at the post-processing step. 
There are three versions of this algorithm. YOLOv1 proposed the general structure, July YOLOv2 
improved the design and made use of predefined anchor boxes to improve the proposed bounding 
box, and July YOLOv3 improved the model structure and training process. 
Although the results of this algorithm are accurate, convolutional neural network region R-CNNs give 
more accurate results. But Yolo is popular for its speed, as it displays results in real time. In this blog 
we will focus on the third version of it. 
 

2.3 Keras Yolo Code Repository v3 

The Yolo model is difficult to implement from scratch, especially for beginners, as it requires the 
development of many elements of the models for training and forecasting. For example, when using a 
pre-trained model that requires writing a complex block of code to filter and interpret the bounding 
boxes generated from the model. Therefore, DarkNet provided a repository on GitHub called 
DarkNet GitHub that includes the code for all versions of Yolo written in C, with the necessary 
references on how to use these codes to detect objects. Therefore, one of the following projects in 
stock can be relied upon, which greatly facilitated the use of Yolo. 
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 • The YAD2K Yet Another Darknet 2 Keras project: The certified benchmark for Yolo v2 
provided scripts to convert pre-trained weights into Keras format and used the pre-trained 
model to make predictions. It also provided the code required to filter bounding boxes. Many 
third-party applications took this code as a starting point and developed it to support Yolo v3. 

• keras-yolo2 project: which provides code similar to YOLOv2 as well as a detailed explanation 
of how to use it. 

• keras-yolo3 project: The most popular project for training and detecting objects using pre-
trained yolo models. The code in the project is provided under an open-source license from 
the Massachusetts Institute of Technology (MIT). Which is what we will adopt in this blog. 

3. Object detection implementation through ImageAI's computer vision AI 
application library 
3.1 ImageAI Applications Library for Artificial Intelligence in Computer Vision 

It is a library built into the Python programming language to encourage developers and students to 
write applications in the field of deep learning, especially computer vision, through a few lines of 
code. This library provides us with a set of easy-to-use classes and functions to perform object 
detection. These classes can detect objects in a video or image as well as display an analysis of the 
results and can be integrated into any Python program in a web application or 
Windows/Linux/MacOS operating system. This library supports templates such as Yolo and 
RetinaNEt, through which it can detect approximately 80 different shapes. 
 

3.2 Practical application of this process to an image 

To implement object recognition using imageai on the CoLab platform, we first need to perform the 
following steps. 
Run pip install imageai -upgrade to install imageai on Colab. In the normal case, we also need to 
install other libraries such as Google Tensorflow, Keras, and OpenCv, but they are already installed 
on the Colab platform. 
Download Retna-Net through this following link, then upload it to the Colab platform. 
We upload the image on which we want to execute the code to the work environment in the Colab 
platform 

from imageai.Detection import ObjectDetection 

import os 

 execution_path = os.getcwd() 

 detector = ObjectDetection() 

detector.setModelTypeAsRetinaNet() 

detector.setModelPath( os.path.join(execution_path , 

"resnet50_coco_best_v2.0.1.h5")) 

detector.loadModel() 

detections = 

detector.detectObjectsFromImage(input_image=os.path.join(execution_path, 

"Dog&Cat.jpg"),                     

output_image_path=os.path.join(execution_path , "imagenew.jpg")) 

for eachObject in detections: 

    print(eachObject["name"] , " : " , eachObject["percentage_probability"] ) 
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In the first line we have imported the ObjectDetction class from the imageai computer vision AI 
application library. 
In the second line we have imported the os class in Python. In line 4 we define the execution-path 
variable to define the path to the Python file that is currently on the Colab platform and to which we 
have attached the RetinaNet model and the image to be exposed. 
In line 6 we define a detector variable which represents the ObjectDetction class. On the next line we 
define the path to the uploaded form. On line 8 the form is uploaded to the program. Then we come 
to the most important function in the class, which is detectObjectsFromImage, through which we 
know the input image that we want to detect the objects in and we know the output image. It is also 
possible to specify some other properties such as extracting objects and placing them in separate 
images, all of which are found in the library documentation on the link below. Of course, all these 
functions are for the library of artificial intelligence applications in computer vision imageai, and they 
were written by developers to facilitate dealing with these techniques and obtain results with minimal 
effort. In the normal case one needs to deal with more complex libraries. As shown in figure (1). 
 

 

 
Figure 3: Object Detector 

The result which reflects the accuracy of the detection: 
cat: 99.27995800971985 
dog: 95.54893374443054 
 

3.3 Practical application of this process on video 

To apply object detection to a video, we will follow almost the same steps. We just have to use a 
different class than the one we used on the images which is VideoObjectDetection. There also another 
model has been used, Yolov3, which can be downloaded from this following link. 
The following code on the Colab platform, uploaded the Yolov3 version 3 form and the video to be 
exposed to the Colab platform. 

from imageai.Detection import VideoObjectDetection 

import os 

 execution_path = os.getcwd() 

 detector = VideoObjectDetection() 
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 detector.setModelTypeAsYOLOv3() 

detector.setModelPath( os.path.join(execution_path , "yolo.h5")) 

detector.loadModel() 

 video_path = 

detector.detectObjectsFromVideo(input_file_path=os.path.join(execution_path, 

"traffic.mp4"),                         output_file_path=os.path.join(execution_path, 

"traffic_detected"), frames_per_second=20, log_progress=True) 

print(video_path) 

To detect objects in a video, we used different categories and functions, but in general the same 
method was used when detecting an image. 
 

4. Conclusion 
In conclusion, object detection is an essential task in computer vision that enables us to identify and 
locate objects in images and videos. The ImageAI library in Python provides a simple and efficient 
way to implement object detection models with pre-trained models such as RetinaNet, YOLOv3, and 
TinyYOLOv3. The library also offers powerful tools for fine-tuning these models on custom datasets, 
making it suitable for a wide range of applications. With ImageAI, developers can easily build 
intelligent applications that can recognize and locate objects in images and videos, ranging from 
surveillance systems to autonomous vehicles. The library's simple API and extensive documentation 
make it accessible even to developers with limited experience in computer vision. Overall, ImageAI is 
a powerful tool for object detection in Python, and it is worth exploring for anyone interested in 
computer vision or machine learning. 
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